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Abstract
This paper introduces a new stabilization algorithm to Lagrangian particle methods for the coupled thermal mechanical 
analysis in the friction drilling simulation. Different from the conventional penalty method which utilizes a direct smoothing 
of velocity fields in the weak formulation, the proposed algorithm introduces the smoothed velocity fields through linear 
momentum equations for stabilization. Particle approximations are used for the discretization of coupled thermal mechanical 
discrete equations. The coupled system is solved by the explicit and staggered time marching scheme. In comparison to the 
conventional penalty method which requires at least one extra integration point for stabilization, the proposed algorithm needs 
only one integration point per particle in computation. The essential features of linear and angular momentum conserva-
tions are preserved in the explicit dynamic analysis. A bridging scheme is also developed to couple the particle formulation 
with finite element formulation for practical industrial applications. Several benchmark tests are performed to examine the 
effectiveness of this new method. Furthermore, a friction drilling application is studied, and the results are compared with 
the experimental data.

Keywords Particle formulation · Stabilization · Direct nodal integration (DNI) · Momentum-consistent (MC) · Thermal 
mechanical

1 Introduction

Manufacturing processes such as friction drilling, flow drill 
screw and metal cutting involve very complex mechanical 
and thermal phenomena. For example, friction drilling is a 
nonconventional drilling process that utilizes the heat gener-
ated by friction between the rotating tool and metal work-
piece to soften the material and create a hole [1]. Unlike 
traditional drilling, friction drilling is a chip-less and dry 
manufacturing method that produces the hole in only one 
operation without the material removal and lubricants. Fric-
tion drilling creates sturdy bushing on thin walled structures 
such as sheet metal or tubing. Friction drilling can be per-
formed on most metal materials using a high-speed rotat-
ing tool made of conical tungsten carbide. Typical applica-
tions of friction drilling in automotive industry include seat 

handle/frame, foot pedal, exhaust part, fuel rail, and among 
others. A growing interest on the study of friction drilling 
process has been shown by many automobile factories moti-
vated by the need to reduce manufacturing costs and obtain 
high quality final products.

Numerical modeling is a necessary tool to understand 
the material flow, temperatures, stresses and strains which 
are difficult to measure experimentally during friction drill-
ing [2]. Numerical simulation of friction drilling involves 
solving a coupled thermo-mechanical system, a task that 
can turn out to be difficult when considerable deformation 
and material separation are developed in bushing forming. 
Since Eulerian representation of a material has difficulty in 
capturing the free surface flow in the simulation of bush-
ing forming, Lagrangian finite element methods [3] have 
been favored. While the Lagrangian finite element method 
(FEM) is used in combination with the r-adaptive re-mesh-
ing strategy [4, 5] to handle large deformation problems in 
similar manufacturing processes such as the friction stir spot 
welding (FSSW) and the friction stir welding (FSW) [6, 7], 
modeling material separation in the friction drilling process 
has always been problematic. This is because the r-adaptive 
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re-meshing may become unstable or unable to maintain high 
quality when some or lots elements are deleted using the ele-
ment erosion technique in mimicking the material separation 
phenomenon during the forming of the metal bushing.

In comparison to Lagrangian finite element methods, 
Lagrangian particle methods are advantageous in modeling 
large deformation and material failure [8–10] problems. 
Lagrangian particle methods were also found to be very 
effective on reducing volumetric locking and shear locking 
in solid and structural analyses [11, 12]. Smoothed Particle 
Hydrodynamics (SPH) method developed by Gingold and 
Monaghan [13] and Lucy [14] in late 1970s for astrophysi-
cal problems has been considered the earliest Lagrangian 
particle method. In early 1990s, Libersky and Petschek [15] 
extended SPH to solid mechanics applications. In spite of 
its popularity in simulating high-velocity impact/penetration 
and fluid flow problems [16], SPH has limited success in 
solid mechanics applications due to several numerical insta-
bilities. Among them, tensile instability [17], spurious zero-
energy mode [18] and excessive straining [19] are critical to 
the simulation and have been the important research topics 
in the past two decades.

Intensive research work has been carried out to resolve 
those numerical instabilities. For instance, the introduction 
of Lagrangian kernel [8, 20] or stress points method [21] has 
been proven to effectively remove the tension instability in 
Lagrangian particle methods. The origin of spurious zero-
energy mode can be explained by inspecting the system of 
equations of the particle method. A pioneering approach to 
circumvent this numerical instability was demonstrated by 
Beissel and Belytschko [22] using a residual-type stabilization 
procedure. A variant of this stabilization approach includes 
the non-residual type of stabilization methods [23, 24], sta-
bilized conforming nodal integration (SCNI) method [25], 
and variationally consistent integration methods [26]. The 
problem of excessive straining emerges as a numerical insta-
bility in Lagrangian particle methods when the strict use of 
Lagrangian kernel is no longer applicable in large deformation 
range. In order to enable the Lagrangian type kernel in large 
deformation analyses, semi-Lagrangian kernel [27] and adap-
tive anisotropic Lagrangian kernel [28] have been developed. 
Nevertheless, very few studies [24, 29] have addressed all 
numerical issues concurrently and comprehensively.

Smoothed Particle Galerkin (SPG) method motivated by 
Beissel and Belytschko’s residual-type stabilization method 
[22] is one of the new Lagrangian particle methods devel-
oped by Wu et al. [29] to deal with those numerical insta-
bilities. Another new Lagrangian particle method which is 
based on implicit gradient expansion [30], strain gradient 
stabilization technique [25] and semi-Lagrangian kernel 
[27] was proposed by Hillman and Chen [24] to sufficiently 
control those numerical instabilities in severe deformation 
analysis. Similar strain gradient stabilization approach was 

recently considered by Wu et al. [31] to study the friction 
drilling application without considering the thermal effect. 
These Lagrangian particle methods share a common feature 
in augmenting the standard quadratic energy functional by 
a non-residual term for stabilization. Since the stabilization 
in those methods is accomplished without the use of the 
residual of the momentum equation, dependence of artificial 
control parameters for stabilization can be eliminated.

Modeling material separation in three-dimensional 
problem is another important research topic for Lagrangian 
particle methods as well as a desirable feature in industrial 
applications. However, the extant literature in Lagrangian 
particle methods gives very few examples [9] in simulat-
ing the three-dimensional material separation process. In 
essence, the development of material separation techniques 
for Lagrangian particle methods faces formidable challenges 
in tracing moving discontinuities and in dealing with the 
interaction of particles affected by the discontinuity. In order 
to avoid those numerical difficulties and meet the current 
need in industrial applications, a bond-based failure mecha-
nism inspired by the peridynamics method of Silling et al. 
[32] was introduced to the SPG method by Wu et al. [29] for 
the material failure analysis. While these new Lagrangian 
particle methods were developed for pure structural analysis 
[33], the application to the coupled thermo-mechanical prob-
lem in manufacturing applications remains to be developed.

This paper introduces a new stabilization algorithm 
for Lagrangian particle method in the analysis of coupled 
thermo-mechanical problems involving large deformation 
and material failure. The preset numerical algorithm has 
shown to preserve the desired conservation properties for 
linear and angular momentums. The remainder of the paper 
is organized as follows: The preliminaries and weak for-
mulations for the coupled thermal mechanical problem are 
given in Sect. 2. In Sect. 3, the particle formulation and 
semi-discrete equations are provided. Several numerical 
examples are given in Sect. 4, and conclusions are made in 
Sect. 5. In “Appendix 1”, the momentum consistency of our 
algorithm is verified, and in “Appendix 2”, a bridging tech-
nique is proposed for the coupling between finite element 
method and the proposed method.

2  Preliminaries

The highly coupled and nonlinear system in thermo-mechan-
ical equations for the friction drilling simulation is usually 
difficult to be solved by the simultaneous time-stepping 
algorithm. In particular, the large and un-symmetric system 
in the fully coupled thermo-mechanical equations inevi-
tably involves the convergence problem and is expensive 
to be solved implicitly in the presence of large deforma-
tion, material separation, severe contact conditions and 
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contact-induced thermal shock. Furthermore, friction drill-
ing is a very quick machining process. Therefore, staggered 
and explicit time-stepping schemes are considered in this 
study for the application of interest. In the staggered time-
steeping algorithm [34], the thermal mechanical coupled 
system of equations is partitioned into a thermal phase at 
fixed configuration, followed by a mechanical phase at con-
stant temperature.

In the thermal phase of the coupled system, the transient 
heat transfer response is considered in a metal workpiece. 
Linear dependence of heat flux on the temperature gradient 
is assumed, and isotropic thermal conductivity is assumed 
in the analysis. Since the temperature range over which the 
workpiece is observed in experiments is lower than the melt-
ing point, it is presumed that the drilling process does not 
involve material phase change. It is also presumed that the 
heat generation is only due to plastic deformation and fric-
tional contact between the drilling tool and workpiece. If the 
thermal exchange due to surface convection and radiation in 
the workpiece during the friction drilling are neglected, the 
standard variational formulation of the thermal energy con-
servation equation can be written to find the temperature field 
�(X, t) ∈ Θ =

{
� ∈ H1(Ω) ∶ � = �d on �Ωd

}
 such that for 

arbitrary variation �� ∈ Θ0 =
{
� ∈ H1(Ω) ∶ � = 0 on �Ωd

}
 

the following equation is satisfied

In the above equation ρ is the mass density, Cp is the 
heat capacity, � is the isotropic thermal conductivity, ∇ is 
the gradient operator with respect to current position x, and 
∇⋅ denotes the divergence operator.�Ωd describes a Dir-
ichlet boundary imposed by a temperature θd, and �Ωn is 
the Neumann boundary prescribed by a normal heat flux 
qn = �(�)∇� ⋅ n where n is the outward unit normal vector. 
Q denotes the internal heat generation rate per unit deformed 
volume from plastic deformation and is defined by

where S and �̇p are the deviatoric part of Cauchy stress and 
the rate of plastic straining, respectively, and η is the Taylor-
Quinney [35] coefficient that takes into account the fraction 
of heat generated by plastic deformation energy dissipation. 
The boundary �Ωc denotes the contact surface with a thermal 
exchange between the tool and work piece. Subsequently, 
the third term on the right-hand side of (1) designates the 
interfacial heat transfer where hc is the heat conductance on 

(1)

∫Ω

𝜌Cp�̇�𝛿𝜃dΩ + ∫Ω

𝜅∇𝜃 ⋅ ∇(𝛿𝜃)dΩ

= ∫𝜕Ωn

qn𝛿𝜃ds + ∫Ω

Q𝛿𝜃dΩ + ∫𝜕Ωc

hc
(
𝜃tool − 𝜃

)
𝛿𝜃ds

+ ∫𝜕Ω𝜏

𝛽� ⋅

[
u̇
t
]
𝛿𝜃ds

(2)Q := �S ∶ �̇�
p

�Ωc , and �tool is the temperature of the tool. The last term 
on the right-hand side of (1) represents the rate of frictional 
energy dissipation in which β is the fraction of heat gener-
ated by the frictional contact, and � is the Cauchy contact 
traction and 

[
u̇t
]
 is the contact slip rate which is regarded as 

the jump in velocity across the contact surface.
In the mechanical phase, the dynamic process of fric-

tion drilling process is described by the equation of motion 
in the context of large strain analysis. During the fric-
tion drilling process, the workpiece experiences differ-
ent rates of heating and cooling, and thus expansion and 
contraction. This leads to considerable thermal strains 
and stresses which need to be taken into account in the 
mechanical analysis. Using standard procedures, the vari-
ational equation for the mechanical problem in friction 
drilling process is written to find the displacement field 
u(x, t) ∈ V =

{
u ∈ H1(Ω) ∶ u = ugon�Ωg

}
 , such that for 

arbitrary variation �u ∈ V0 =
{
u ∈ H1(Ω) ∶ u = 0on�Ωg

}
 , 

the following equation is satisfied:

where b is the body force vector and σ is the Cauchy stress 
obtained from the constitutive law which is temperature 
dependent. The rate representation of strain field �̇ should 
consider the thermal effect which is described by

where �̇e is elastic strain rate tensor, and �̇𝜃 = 𝛼�̇�I is the ther-
mal strain rate tensor with α denoting the thermal expansion 
coefficient. �Ωg denotes a Dirichlet boundary imposed by 
a displacement ug, and �Ωh is the Neumann boundary pre-
scribed by a surface traction h. � denotes the contact traction 
which is governed by the unilateral contact conditions and 
Coulomb friction law [3]. Using Eq. (4) and the isothermal 
assumption from the staggered time-steeping algorithm, 
the corresponding rate form of the constitutive relation in 
mechanical phase can be written as

where C is the temperature-dependent fourth-order isotropic 
elastic tensor.

Consequently, the thermal mechanical problem in metal 
drilling process can be stated by coupling the mechanical 
weak form in Eq. (3) with the thermal weak form in Eq. (1) 
using the staggered time marching scheme. The coupled 
system of equations is discretized using meshfree approxi-
mations and solved by the classical explicit time-stepping 
approach which is described in the next section.

(3)

∫Ω

𝜌ü ⋅ 𝛿udΩ + ∫Ω

𝛿�T ∶ �dΩ

= ∫Ω

b ⋅ 𝛿udΩ + ∫𝜕Ω
h

h ⋅ 𝛿uds + ∫𝜕Ω
c

� ⋅ 𝛿uds

(4)�̇ = �̇e + �̇p + �̇𝜃

(5)�̇ = C(𝜃) ∶
(
�̇e = �̇ − �̇p − �̇𝜃

)
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3  Momentum consistent smoothing 
algorithm

3.1  Meshfree approximation and discretization 
for mechanical analysis

For a particle distribution denoted by an index set 
ZI =

{
XI

}NP

I=1
∈ R3 , approximating the displacement field 

using the meshfree approximation gives

where NP is the total number of particles in the discretiza-
tion. �a

I
(X), I = 1,… ,NP can be interpreted as the Lagran-

gian shape functions of the meshfree approximation for 
displacement field uh where the superscript “a” denotes the 
support size of �a

I
(X).

It is difficult, if not impossible, to build conforming grid 
for spatial domain integration of the weak form in Eq. (3) 
due to material failure and separation in friction drilling 
processes. Therefore, grid based spatial domain integration 
such as Gauss quadrature is not applicable for this type of 
problem. Alternatively, the direct nodal integration (DNI) 
scheme seems to be a feasible approach. However, the 
standard DNI scheme for the spatial domain integration of 
the weak form in Eq. (3) leads to the numerical instability 
known as the zero-energy mode in structural analysis. To 
suppress the zero-energy mode and stabilize the solution, 
stabilization method needs to be introduced in the formu-
lation. Existing stabilization algorithms [26, 28, 29] for 
Lagrangian particle methods were developed based on the 
penalty method.

This paper proposes a different stabilization approach 
for the coupled thermal mechanical problem. Firstly, the 
mechanical part of the coupling problem is recalled as fol-
lows: find uh(X, t) ∈ Vh such that

with initial conditions

It’s known that in the explicit Lagrangian formulations 
such as FEM [3] and RKPM [8], the nodal velocities u̇

(
XI

)
 , 

used to update the strain in the current time step are directly 
taken as the ones from last time step. Whereas in the present 

(6)

uh(X, t) =
∑
I∈ZI

�a
I
(X)u

(
XI , t

)
=

∑
I∈ZI

�a
I
(X)uI(t) ∀X ∈ Ω

(7)

∫Ω

𝜌üh ⋅ 𝛿uhdΩ + ∫Ω

� ⋅ ∇𝛿uhdΩ

= ∫Ω

b ⋅ 𝛿uhd𝛺 + ∫𝜕Ω
h

h ⋅ 𝛿uhds

+ ∫𝜕Ω
c

� ⋅ 𝛿uhds ∀uh ∈ V
h

(8)uh(X, 0) = u0(X)

(9)u̇(X, 0) = u̇0(X)

formulation these nodal velocities are computed with the 
aid of a momentum-consistent smoothing algorithm, which 
starts with the evaluation of the nodal momentum PI defined 
in the following discrete smoothing formulation:

where m̂J is the mass occupied by the node J in the DNI 
scheme, which doesn’t change with time, and �̇uJ are the 
unsmoothed nodal value of velocity. Here, �a

I
(X) is the shape 

function of node I in Eq. (6) and serves as the smoothing 
function in Eq. (10). As illustrated in Fig. 1, the support 
domain node I serves as the integration region to calculate 
the smoothed nodal momentum for node I . The nodal mass 
mI is calculated in a similar way given by:

which equals to the value of node J in the diagonally lumped 
mass matrices in the DNI scheme. Subsequently, the nodal 
velocity is calculated by

It can be verified that the linear and angular moments are 
consistent before and after smoothing. The verification is 
shown in “Appendix 1”.

With the computed nodal velocity, the strain rate of node 
J can be obtained by

The corresponding stress increment is updated from the 
strain increment using the constitutive equations the Eq. (5), 
and the stress can be calculated by using the stress updating 
algorithm described in [3].

Consequently, the nodal accelerations can be calculated 
using the DNI scheme for the mechanical weak form of 
Eq. (7).

where Fext and Fc are the standard external force matrix and 
contact force matrix, respectively. The mass matrix M and 
the internal force Fint are given by

(10)
PI

���
Nodal momentum

=
∑
J∈ZI

�mJ𝜙
a
I

(
XJ

)
�̇uJ

(11)
mI

���
Nodal mass

=
∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)

(12)
u̇I

���
Nodal velocity

=
∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)
̂̇uJ∕

∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)

(13)�̇J = ∇Su̇J

(14)MÜ = Fext + Fc − Fint

(15)MIJ =
∑
k∈ZI

𝜙a
I

(
Xk

)
𝜙a
J

(
Xk

)
m̂kI3×3

(16)Fint
I

=
∑
k∈ZI

BT
I

(
Xk

)
�
(
Xk

)
m̂k∕𝜌k
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where

In Eq. (18), �xx
(
Xk

)
,�yy

(
Xk

)
 , �zz

(
Xk

)
 , �xy

(
Xk

)
 , �xz

(
Xk

)
 

and �yz
(
Xk

)
 are the stress components of the node k . �k is 

the nodal density, and should be updated by

From Eq. (16), the acceleration can be obtained as

where Ml is the lumped mass matrix,

Subsequently, the unsmoothed value of nodal velocities 
should be updated using the nodal accelerations given by:

(17)BI

�
Xk

�
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

�a
I,x

�
Xk

�
0 0

0 �a
I,y

�
Xk

�
0

0 0 �a
I,z

�
Xk

�
0 �a

I,z

�
Xk

�
�a
I,y

�
Xk

�
�a
I,z

�
Xk

�
0 �a

I,x

�
Xk

�
�a
I,y

�
Xk

�
�a
I,x

�
Xk

�
0

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(18)
�
(
Xk

)
=
[
�xx

(
Xk

)
�yy

(
Xk

)
�zz

(
Xk

)
�yz

(
Xk

)
�xz

(
Xk

)
�xy

(
Xk

) ]T

(19)𝜌n+1
k

= 𝜌n
k

[
1 − Δtu

n+1∕2
� ⋅ u̇k

]

(20)Ün = Ml−1
(
Fext,n + Fc,n − Fint,n

)

(21)Ml
I
=

∑
k∈ZI

𝜙a
I

(
Xk

)
m̂kI3×3

where Δtu
n
= tu

n+1∕2
− tu

n−1∕2
 , tu

n+1∕2
=
(
tu
n+1

+ tu
n

)
∕2 . These 

velocities are used to calculate the nodal velocities by using 
the momentum-consistent smoothing algorithm in the next 
time step. Now the relationship between the nodal velocities 
and unsmoothed nodal velocities is shown in Fig. 1.

In the present formulation, the central difference scheme 
is used for temporal integration. The nodal displacement 
from time tn to tn+1 can be calculated by using the central 
difference integration algorithm:

where Δtu
n+1∕2

= tu
n+1

− tu
n
 , while the updated nodal velocity 

to be calculated by:

Accordingly, the new positions of the nodes or particles 
are updated using the displacement approximation, that is

The present formulation for structural analysis is illus-
trated in Algorithm 1

(22)
̂̇un+1∕2
J

= ̂̇un−1∕2
J

+ Δtu
n

∑
I∈ZI

𝜙a
I

(
XJ

)
ün
I

(23)Un+1 = Δtu
n+1∕2

U̇
∗,n+1∕2

(24)U̇
∗,n+1∕2

= U̇
n−1∕2

+ Δtu
n
Ü

n

(25)xn+1
I

= xn
I
+
∑
J∈ZI

�a
J

(
XI

)
un+1
J

Fig. 1  Illustration of the 
relationship between the nodal 
velocities and unsmoothed 
nodal velocities
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3.2  Meshfree approximation and discretization 
for thermal analysis

In a similar way as structural problem, the standard mesh-
free Galerkin method [8] for the thermal problem can be 
formulated on a finite dimensional space Θh ∈ Θ employing 
the thermal weak form of Eq. (1) to find �h ∈ Θh such that

with initial condition

where Θh = span
{
�a
I
∶ I ∈ ZI

}
 and ZI is an index set. {

�a
I

}
I∈ZI

 are the meshfree shape functions.
Similar smoothing algorithm is applied to the thermal 

analysis. At the beginning of every time step, the nodal tem-
peratures are obtained with the following formulation:

with the smoothed nodal temperatures, the space gradient of 
the temperature � (X) can be computed:

(26)

∫Ω

𝜌Cp�̇�
h𝛿𝜃hdΩ + ∫Ω

𝜅∇𝜃h ⋅ ∇
(
𝛿𝜃h

)
dΩ

= ∫𝜕Ωn

qn𝛿𝜃
h
ds + ∫Ω

Q𝛿𝜃hdΩ + ∫𝜕Ωc

hc
(
𝜃
tool

− 𝜃h
)
𝛿𝜃hds

+ ∫𝜕Ω𝜏

𝛽� ⋅

[
u̇
t
]
𝛿𝜃hds ∀𝛿𝜃h ∈ 𝛩h

0

(27)�h(X, 0) = �0(X) in Ω

(28)𝜃I =
∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)
�̂�J∕

∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)

Consequently, the temperature rate can be calculated 
using the DNI scheme for the thermal weak form of Eq. (27)

where

where �1

(
Xk

)
 , �2

(
Xk

)
 and �3

(
Xk

)
 are the 1st–3rd compo-

nents of �
(
Xk

)
 , and s

(
Xk

)
 is the surface area occupied by 

node k . Thermal equation in Eq. (30) is marched through 

(29)
� (X) = ∇�h =

� ∑
J∈ZI

�a
J,x
(X)�J

∑
J∈ZI

�a
J,y
(X)�J

∑
J∈ZI

�a
J,z

�
XI

�
�J

�T

(30)C�̇� = R�Ωn + R�Ωc + R�Ω� − RΩ

(31)CIJ =
∑
k∈ZI

𝜙a
I

(
Xk

)
𝜙a
J

(
Xk

)
m̂kCp

(
Xk

)

(32)R
�Ωn

I
=

∑
k∈ZI

qn
(
Xk

)
�a
I

(
Xk

)
s
(
Xk

)

(33)R
�Ωc

I
=

∑
k∈ZI

hc
[
�tool − �h

(
Xk, t

)]
�a
I

(
Xk

)
s
(
Xk

)

(34)R
𝜕Ω𝜏

I
=

∑
k∈ZI

𝛽�
(
Xk

)
⋅

[
u̇t
(
Xk

)]
𝜙a
I

(
Xk

)
s
(
Xk

)

(35)

RΩ
I
=

∑
k∈ZI

𝜅
[
𝛤1

(
Xk

)
𝜙a
I,x

(
Xk

)
+ 𝛤2

(
Xk

)
𝜙a
I,y

(
Xk

)

+𝛤3

(
Xk

)
𝜙a
I,z

(
Xk

)]
m̂k∕𝜌k −

∑
k∈ZI

Q
(
Xk

)
m̂k∕𝜌k
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time using the forward difference algorithm [3] which is 
given by

where the thermal capacity matrix C is advantageously 
replaced by the lumped matrix Cl for the explicit analysis.

At the end of the time step, the particle temperature 
should be updated using the nodal temperature increment 
with the following formulation:

and the temperature field is given as

The critical time step in the explicit method is governed 
by the Courant–Friedrichs–Lewy (CFL) condition [3] which 
is given in the following for the thermal and mechanical 
analysis respectively

where the sound speed Cu gives the characteristic speed of 
the medium in mechanical analysis. l is the support size of 
the kernel function [8] for the particle system. A scaling 
factor S�c = 0.15, Suc = 0.9 is used in this study.

(36)�n+1 = �n + Δt𝜃�̇
n

(37)�̇
n
= Cl−1

(
R𝜕Ωn + R𝜕Ωc + R𝜕Ω𝜏 − RΩ

)

(38)Cl
I
=

∑
k∈ZI

𝜙a
I

(
Xk

)
m̂kCp

(
Xk

)

(39)�̂�n+1
J

= �̂�n
J
+ Δt𝜃

∑
I∈ZI

𝜙a
I

(
XI

)
�̇�n
I

(40)𝜃h(X, t) =
∑
J∈ZI

𝜙a
J
(X)

(
𝜃n
J
+ Δt𝜃�̇�n

J

)

(41)Δt� ≤ S�cmin

(
�Cpl

2

2�

)
Δtu ≤ Sucmin

(
l

Cu

)

In general, the critical time step in the explicit thermal 
analysis is much larger than that in the explicit structural 
analysis. In present coupled thermo-structural analysis, the 
staggered time marching scheme is used, and the explicit 
thermal analysis loop is activated as soon as t�

n+1
≤ tu

n+1
.

The present formulation for thermal analysis is illustrated 
in Algorithm 2.

4  Numerical example

The present formulation is implemented into the commercial 
software LS-DYNA® [36]. To verify the accuracy of the 
present numerical algorithm, three benchmark problems and 
one practical application are studied. All numerical exam-
ples are performed using beta version LS-DYNA. To setup 
an LS-DYNA particle analysis with the present formulation, 
the exact same input as for FEM is used except that a differ-
ent element type is used in the input to activate the particle.

In the present particle formulation, cuboidal support is 
used for the MLS approximation. The original nodal sup-
port size is determined as the maximum coordinate differ-
ence in each direction between the particular node and all 
other nodes in elements containing it based on the original 
FEM nodal connectivity, and scaled by the normalized dila-
tion parameter with typical value between 1.5 and 1.9. A 
normalized support size of 1.8 is used for all the numerical 
examples in this paper.

It is well known that FEM is an efficient algorithm in 
practical application. To take advantage of this, coupled 
finite element and particle method simulations are per-
formed for all the numerical examples that are shown in 
this paper. For the coupling between the FEM and meshfree 
methods, wave reflection at the interface is always a concern 
in an explicit solver for a dynamic event. Liu et al. [37, 38] 
modified the shape function in the transition area for both 
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the reproducing kernel particle method (RKPM) and FEM 
to couple the RKPM and FEM. Belytschko et al. [39] devel-
oped a coupling algorithm for element-free Galerkin (EFG) 
and FEM by a mixed interpolation in the transition area.

The bridging mechanism for coupling the FEM with the 
current particle formulation is described in “Appendix 2”, 
and the numerical examples will show that wave reflection 
issue at the interface is well controlled by using the proposed 
momentum-consistent algorithm.

4.1  Benchmark tests

Three benchmark tests including a 1D elastic wave propaga-
tion, heat conduction and thermal expansion in thin plate and 
Taylor impact are examined to study the effectiveness of the 
present formulation.

4.1.1  Elastic wave propagation

This is a fundamental example to test whether the formula-
tion can capture the wave propagation behavior in a dynamic 
event. The strong form, boundary condition and initial con-
ditions and analytical solution can be referred to [33].

A three-dimensional square rod shown in Fig. 2a is used 
for the simulation, which has a cross-section of 1.2 × 1.2 , 
length L = 10.0 , Young’s modulus E = 100 , Poisson ratio 
� = 0.0 and density � = 100.0 . A FEM model, a parti-
cle model and a coupled FEM-Particle model shown in 
Fig. 2b–d are used for comparison, and the nodal spacings 
in the all directions for all the three models are 0.2.

Figure 3 shows the stress wave profiles at different propa-
gation stages in the whole domain. The black arrow indi-
cates the direction of wave propagation. “CPL” on the leg-
end refers to the coupled model and “Interface” indicates 
the location of the interface in the coupled model. All the 
numerical approaches capture the wave propagation behav-
iors properly compared with the analytical solution. For 
the coupled model, the incident wave propagates smoothly 
through the interface at x = 5 from FEM zone to particle 
zone as shown in Fig. 3a, b, and no apparent wave reflection 
is observed at the interface. The incident wave is reflected 
at the free end as can be deduced from Fig. 3c, d. Later, the 
reflected wave propagates smoothly again across the inter-
face from particle zone to FEM zone as shown in Fig. 3e, f. 
Therefore, it can be concluded that that the proposed bridg-
ing technique can well control the wave reflection at the 
interface.

Fig. 2  Geometry and discretiza-
tion for elastic wave propaga-
tion problem: a Geometry and 
boundary condition; b FEM 
model; c particle model; d 
coupled model
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Fig. 3  Stress wave profiles at different time
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Fig. 4  Stress wave profiles at different times for the model with different nodal spacing in the FEM and particle domains

Fig. 5  Geometry and discretization of the aluminum plate. a Geometry; b FEM model; c particle model; d coupled model
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In order to investigate the effect of the different nodal 
spacing in the FEM and particle domains to the wave reflec-
tion, the nodal spacing in the longitudinal direction in the 
particle domain is set as 1/3 of that used in Fig. 2, while 
the nodal spacing in FEM domain keeps unchanged, and 
the corresponding stress wave profiles at different times are 
shown in Fig. 4. It can be seen the wave reflection is still 
well controlled.

4.1.2  Heat conduction and thermal expansion

This example studies the coupled thermal mechanical 
response while the mechanical response is solely induced 
by pure thermal boundary conditions. An aluminum plate 
as shown in Fig. 5a has a size of 90mm × 30mm × 10mm 
is used in the numerical test. The plate is free except a heat 
flux boundary with a constant flux of 20 W/mm2 applied on 
its lower surface. The Young’s modulus of the material is 

Fig. 6  Temperature contours at time t = 0.1 s: a FEM model; b particle model; c coupled model

Fig. 7  Convergence study. a Temperature history; b Displacement history
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70GPa, the Poisson’s ratio is 0.3, and the density is 2700 kg/
m3. The thermal properties of material are: coefficient of 
thermal expansion 0.0000231, heat capacity 900 J/K, and 
heat conductivity 237 W/m–K. The initial temperature is 
0 °C.

To study the effectiveness of the proposed particle for-
mulation, three models are used in the simulations: (1) FEM 
model as shown in Fig. 5b; (2) particle model as shown 
in Fig. 5c; (3) coupled particle-FEM model as shown in 
Fig. 5d. In the coupled model, the upper half of the plate is 
modeled with FEM and the lower half is discretized by the 
particle method, and common nodes are used on the inter-
face. Exactly same spatial discretization is used for all the 
three models, where the in-plane nodal distance is 1.25mm , 
and the out-of-plane (thickness direction) nodal distance is 
0.625mm.

The temperature distributions obtained from the three 
models evaluated at time t = 0.1 s are plotted in Fig. 6. No 
significant difference is observed on the temperature fields 
obtained with the different models. Quantitatively, the maxi-
mum temperature rise from the particle model and the cou-
pled model is 286.7 °C and 288.6 °C, respectively, which is 
about 3% different from the FEM result of 296.7 °C.

To study the convergence behavior of the present parti-
cle method in coupled thermal mechanical analysis, three 

discretizations are used: Discretization 1, the in-plane nodal 
distance is 2.5 mm, and the out-of-plane nodal distance is 
1.25 mm; Discretization 2, the in-plane nodal distance is 
1.25 mm, and the out-of-plane nodal distance is 0.625 mm; 
Discretization 3, the in-plane nodal distance is 0.625 mm, 
and the out-of-plane nodal distance is 0.3125 mm. The 
results from FEM with Discretization 3 is used as the refer-
ence. The temperature history is measured at locations P1 
and P2 as shown in Fig. 5a. The displacement induced by 
thermal expansion is measured at locations P1 and P3 as 
shown in Fig. 5a.

Figure 7 shows the time histories of temperature and dis-
placement at aforementioned designated locations obtained 
with the three different discretizations using the proposed 
particle formulation. Both solutions converge to the refer-
ence solution as discretization is refined. In addition, the 
accuracy of the particle method is very close to the finite 
element method provided that a same discretization is used 
(cf. Discretization 3 vs. Reference).

4.1.3  Taylor impact

The Taylor impact is a typical example to examine the 
accuracy of a numerical method in explicit dynamic anal-
ysis, which is used herein to study the coupled thermal 

Fig. 8  Taylor impact: a Geom-
etry and boundary conditions; b 
FEM model; c particle model; d 
coupled model

(a) (b) (c) (d)

Rigid wall

19
0m

/s

Table 1  Comparison of results 
in Taylor impact

Initial geometry Final geometry

Test Particle model Coupled model FEM model

Diameter (mm) 7.6 13.5 14.6 14.5 14.8
Bulge (mm) 7.6 10.1 9.83 9.85 9.78
Length (mm) 25.4 16.2 16.3 16.3 16.4
Δ̄ – – 0.038 0.035 0.047
Normalized CPU time – – 2.08 1.62 1.0
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mechanical response induced by pure mechanical bound-
ary conditions. The thermal response in this case is solely 
induced by plastic strain energy and frictional sliding energy. 
The Johnson–Cook material law with thermal effect is used 
for the material modeling, and the material constants used 
in this simulation are taken from Ref. [40].

Figure 8 shows the geometry and FEM, particle and 
coupled particle-FEM models of the cylindrical bar. The 
bar impacts perpendicularly to the rigid surface at an initial 
impact velocity of 190 m/s. The initial length of the cylinder 
is L0 = 25.4 mm and the initial diameter is D0 = 7.6 mm. 
The shortest nodal spacing is 0.26 mm in the cross section 
and 0.42 mm in the longitudinal direction.

Table 1 summarizes the final geometries obtained from 
various methods. The experimental results are also included 
in the Table. An error measure introduced by Johnson and 
Holmquist [41] is calculated and listed in the Table, which 
defined as:

where ΔL = Lf − L0 , ΔD = Df − D0 , ΔW = Wf −W0 , and 
Lexp , Dexp , Wexp are the length, diameter and bulge measured 
in the experimental tests, while the bugle is measured at 
0.2L0 to the bar bottom surface.

Table 1 shows that the numerical results are very close to 
the experimental test data, in general and the overall error 
is around 4% for all the methods. The normalized CPU time 
(normalized to that of FEM) for the particle model and cou-
pled model is 2.08 and 1.62 respectively. The normalized 
CPU time also indicates that it does save some computa-
tional cost while the particle method is properly coupled 
with FEM.

As described in Sect. 3.2, the default time step scale fac-
tor for structural analysis is taken as 0.9. To investigate the 
sensitivity of the numerical results to the time step scale 
factor, various values are considered for comparison. In 
Table 2, the final deformations simulated with the coupled 
model are compared with the scale factors of 0.09, 0.6 and 
0.9. No significant difference is observed on the final geom-
etry including deformed bottom diameters, bugle and length. 
Therefore, the numerical performance of the present algo-
rithm is insensitive to the structural time scale factor as long 
as it satisfies the CFL condition. On the other hand, it is 
highly recommended that a scale factor of 0.6 be used for a 
pure finite element analysis of this type of impact problem. 

(42)Δ̄ =
1

3

[|ΔL|
Lexp

+
|ΔD|
Dexp

+
|ΔW|
Wexp

]

Table 2  Comparison of results in Taylor impact with different time 
step scale

Time step scale factor

0.09 0.6 0.9

Diameter (mm) 14.6 14.6 14.5
Bulge (mm) 9.84 9.85 9.85
Length (mm) 16.4 16.3 16.3

Fig. 9  Temperature fields at termination: a FEM model; b particle 
model; c coupled model Fig. 10  Kinetic energy and total energy versus time
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The scale factor should be further reduced if the impact 
velocity goes higher, which will dramatically increase the 
CPU time and it could even become more expensive than 
the particle method due to the different allowable time steps.

Figure 9 plots the temperature contours obtained with 
three models at termination. It is observed that the heat wave 
propagates smoothly from the impact contact surface to the 
free end of the bar, which indicates that the possible wave 
reflection at the FEM-particle interface in the coupled model 
is negligible. The temperature increment predicted by all 
the three models is very consistent as well. As mentioned 
earlier, the only heat source here is the plastic energy and 
frictional sliding energy while ignoring the heat conduction 
between the bar and the rigid surface. The heat convection 
and radiation are also not considered in the analysis because 
the impact time is very short.

Figure 10 shows the kinetic energy and total energy his-
tories in the three analyses. The bar eventually stopped and 
thus the kinetic energy drops to zero. On the other hand, 
the only external energy source is the initial kinetic energy, 
therefore, the total energy is the initial kinetic energy. The 
figure shows that the loss of total energy is marginal, which 
indicates that the momentum consistent formulations satisfy 
the energy conservation laws.

4.2  Friction drilling

Non-traditional drilling and thread tapping processes such 
as friction drilling have become more and more popular in 
the automotive industry. Nevertheless, the majorities of the 

studies on the friction drilling are focused on the experi-
ments [42–44]. Although few studies [43, 44] have been 
conducted using the finite element method and element ero-
sion technique to simulate the large deformation and mate-
rial failure problems in friction drilling application, several 
numerical issues remain to be resolved. For example, under-
estimated force and torque responses are often observed in 
finite element solution because of the loss of mass and lin-
ear momentum using the element erosion technique. The 
bushing also cannot be formed properly in the finite ele-
ment simulation due to the eroding of elements. As a result, 
the finite element analysis of friction drilling application 
becomes problematic and parameter sensitive.

In this example, a friction drilling process is modeled 
using the proposed method. An AISI 304 stainless steel 
specimen is used in the friction drilling test. The steel plate 
has a diameter of 18 mm and thickness of 1.5 mm [42]. The 
geometry of the tool is shown in Fig. 11. The tool, which 
rotates at 3000 rpm and plunges at 100 mm/min in the test, 
is modeled by rigid material and meshed using tetrahedral 
elements. As can be seen in Fig. 11, the metal workpiece 
is discretized with three models: (a) model 1, using 10,560 
elements for FEM; (2) mode 2, using 4767 particles for the 
particle method in the central area within a diameter 6.4 mm 
and 6720 elements for FEM for the rest of the area; (c) using 
7567 particles for the particle method in the central area 
within a diameter of 10 mm and 4320 elements for FEM for 
the remaining area. The shortest nodal distance in the central 
area is about 0.25 mm. The perimeter of the workpiece is 
clamped.

Fig. 11  Discretization: a Finite 
element model. b Coupled 
mode 1. c coupled model 2
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The stress flow in the AISI 304 steel is modeled by 
the Johnson–Cook material law [45] with parameters of: 
A = 205 MPa, B = 602.5 MPa, C = 0.08, m = 1.09, n = 0.622. 

The failure behavior of the steel is handled by the bond fail-
ure mechanism introduced for the smoothed particle Galer-
kin method [29, 33] rather than the Johnson–Cook damage 

Fig. 12  Responses of friction drilling: a Thrust force, b Torque

Fig. 13  Friction drilling: effec-
tive plastic strain distribution
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law, and the effective plastic strain for bond failure [33] is 
set to 0.4, which is also used as the triggering criterion for 
element erosion in the finite element analysis. According 
to efunda (www.efund a.com), the Young’s modulus of the 
workpiece is set to 193 GPa. The thermal properties of the 
AISI stainless steel are: coefficient of thermal expansion 
0.0000184, heat capacity Cp 500 J/kg-K, and thermal con-
ductivity � 16.2 W/m–K. The coefficient of friction (COF) 
between the tool and the workpiece is set to 0.35 for the 
node-to-surface contact algorithm in the numerical analysis. 
The fraction of heat generation � in the frictional contact is 
taken to be 0.5. The Taylor-Quinney [35] coefficient η of 0.9 
is considered in Eq. (2). The interfacial heat transfer between 
the tool and the workpiece is neglected. The heat convection 
and radiation are ignored as well.

The comparison of the thrust force and torque is pre-
sented in Fig. 12a, b, respectively. As shown in Fig. 12a, b 
both the force and torque are significantly underestimated 

by finite element method with element erosion technique, 
which is attributed to the considerable mass, momentum and 
energy loss when element erosion occurs, while the force 
and torque responses obtained from the two coupled models 
capture the basic profiles of the experimental data nicely. 
The difference between the results from the coupled models 
is not significant, which indicates that the numerical results 
are not sensitive to the size of the zone that is modeled by 
the particle method, as long as it is big enough to cover 
the zone where material failure occurs. More physical mod-
eling of the material, the frictional contact, the heat transfer 
between the tool and the workpiece, and the heat dissipation 
etc. should help to capture the response more accurately, 
which is not the focus of this research.

Figure 13 shows the evolution of the effective plastic 
strain in the workpiece using model 2, while only half is 
plotted. Red color indicates effective plastic strain level of 
1.0 or more. It is worthwhile to emphasize that the creation 

Fig. 14  Friction drilling—temperature field in workpiece. a FEM model; b coupled model 1; c coupled model 2

http://www.efunda.com
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of the bushing is one of the major purposes of this type of 
manufacturing process so that it can be used in the future 
connection/jointing process. The present method captures 
the bushing nicely.

Figure 14 demonstrates the temperature distribution in 
the workpiece at termination of the analysis. The simula-
tion results from both coupled models are very close to the 
measured temperature on the upper side of the disc at the 
contact zone which was reported at 842 K [42], while the 
temperature predicted by the FEM model is significantly 
lower because the energy to be converted to heat is lost due 
to the element erosion when failure occurs.

5  Conclusions

The main difficulty in finite element modeling of friction 
drilling process consists in dealing with high levels of defor-
mations involving in the complex material flow due to fric-
tional heating and material separation at the bushing form-
ing stage. Despite the enormous progress achieved lately in 
computational mechanics, the development of an advanced 
numerical tool for the robust and accurate friction drilling 
simulation continues to be nowadays an emerging need for 
industry.

In this study, a momentum-consistent stabilization algo-
rithm to the Lagrangian particle method is introduced for 
simulating the friction drilling application. Several bench-
mark tests have verified that the present method is suitable 
for the three-dimensional thermo-mechanical analysis. The 
results in the last example suggest that the present method 
can produce the desired physics in the forming of a bushing. 
The results also reveal that the present method can generate 
reasonable force and torque responses compared with the 
experimental data. The existing literature has not been able 
to demonstrate similar results. The extension of this method 
to other thermo-mechanical problems that consider complex 
multi-physics behaviors such as phase transformation and 
phase change will be the focus of our future development.
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Appendix 1: Proof of linear and angular 
momentum consistency

In the present particle method, the shape function �a
I

(
XJ

)
 is 

constructed by using the moving least squares (MLS) [46] 
formulation in the current configuration, and the linear basis 

pT(x) =
[
1, x, y, z

]
 is used. Because MLS approximation can 

reproduce any polynomial used in the basis, we have

which is used in the following derivation. For detailed proof 
of the reproducing condition in Eq. (43) can be found in 
[47].

Linear momentum consistency in the velocity 
smoothing procedure

In the smoothing procedure at the beginning of every time 
step it can be shown that the sum of the nodal momentums ∑

I∈ZI
PI equals to that of unsmoothed nodal momentums ∑

I∈ZI
P̂I , that is

Angular momentum consistency in the velocity 
smoothing procedure

It can also be verified that the sum of nodal angular momen-
tums 

∑
I∈ZI

LI equals to that of unsmoothed nodal momen-
tums 

∑
I∈ZI

L̂I , that is

(43)
∑
I∈ZI

�a
I

(
XJ

)
xI = xJ

(44)
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mI u̇I

=
∑
I∈ZI

∑
J∈ZI

m̂J𝜙
a
I

(
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)
̂̇uJ

=
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a
I

(
XJ

)
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m̂J
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=
∑
J∈ZI

P̂J

(45)

∑
I∈ZI

LI =
∑
I∈ZI

xI × mI u̇I

=
∑
I∈ZI

∑
J∈ZI

xI × m
J
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)
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=
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a
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(
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))
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=
∑
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=
∑
J∈ZI

L̂J
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Linear momentum consistency in the velocity 
updating procedure

In the velocity updating procedure at the end of each time 
step, it can be verified that sum of the updated unsmoothed 
nodal momentums 

∑
I∈ZI

P̂
n+1

I
 equals to that of updated nodal 

momentums 
∑

I∈ZI
P
∗,n+1∕2

I
 , that is

Angular momentum consistency in the velocity 
updating procedure

The sum of updated unsmoothed angular momentums ∑
I∈ZI

L̂
n+1∕2

I
 in the velocity updating procedure is

The sum of updated angular momentums 
∑

I∈ZI
L
∗,n+1∕2

I
 in 

the velocity updating procedure is

It’s known that 
∑

I∈ZI
L̂
n−1∕2

I
=
∑

I∈ZI
L
n−1∕2

I
 , we have

(46)
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Subsequently,

Appendix 2: Coupling with FEM

In general, the efficiency of particle method is lower than 
the finite element method in the small deformation analysis. 
On the other hand, the particle method could be more effec-
tive than finite element method in large deformation analy-
sis, thus it is beneficial to apply the particle method in the 
large deformation region, while the finite element method 
is employed in the small deformation region. As a result, a 
bridging scheme that couples the two numerical methods 
will need to be developed.

Consider a 1D case as shown in Fig. 15 for the illustration 
of the bridging scheme. The sharing node that defines the 
interface in this 1D problem provides a kinematical connec-
tion between the FEM part and the part made of Lagrangian 
particles. The sharing node can be further divided into the 
FEM node and the particle from the present method. Due 
to continuity, both the FEM nodes and the present particles 
should have the same acceleration, velocity, displacement 
and temperature at the interface. Following the derivation 
in Sect. 3.1, the nodal momentum of the sharing node at XI 
of Fig. 15 is the sum of the momentum from the contribu-
tion of the FEM node and the Lagrangian particles. That is,

The mass of the sharing node at XI is

Subsequently, the velocity at the sharing node becomes

The stresses and strains of the Lagrangian particles and 
FEM integration points are updated in a standard way. 

∑
I∈ZI

L̂
n+1∕2

I
−
∑
I∈ZI

L
∗,n+1∕2

I

= Δtu
n

∑
I∈ZI

xn
(
XI

)
×

(
m̂I

∑
J∈ZI

𝜙a
J

(
XI

)
ün
J
− mI ü

n
I

)

∑
I∈ZI

L̂
n+1∕2

I
−
∑
I∈ZI

L
∗,n+1∕2

I
≈ 0 as Δtu

n
→ 0

(48)

P
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I
= PFEM

I
+ PParticle

I
= m̂FEM

I
̂̇uI +

∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)
̂̇uJ

(49)m
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I
= mFEM

I
+ mParticle

I
= m̂FEM

I
+
∑
J∈ZI

m̂J𝜙
a
I

(
XJ

)

(50)

u̇
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= P

Sharing

I
∕m

Sharing

I

=

(
m̂
FEM
I
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∑
J∈ZI

m̂J𝜙
a

I

(
XJ

)
̂̇uJ

)/(
m̂
FEM
I

+
∑
J∈ZI

m̂J𝜙
a

I

(
XJ

))
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Finally, the integration of the mechanical weak form of 
Eq. (3) is composed of FEM part and the Lagrangian parti-
cle part using the DNI scheme to yield

where Msum = MFEM +MParticle

After the nodal displacement increment is evaluated, the 
updating of displacement fields is based on three different 
groups of nodes:

1. For the nodes in the FEM part but not belong to the shar-
ing nodes, the standard FEM is used.

2. For the nodes in the Lagrangian particle part, but not 
belong to the sharing nodes, the particle approximation 
is used.

3. For the sharing node, the momentum-consistent algo-
rithm is used to yield

At the end of each time step, the particle velocities should 
be updated. They are

1. For the nodes in the Lagrangian particle part, but not 
belonging to the sharing nodes, the unsmoothed nodal 
velocities are updated using the Eq. (22).

2. For the sharing nodes, the momentum-consistent algo-
rithm is used again, that is

where,

(51)MsumÜ = Fext + Fc − Fint,sum

(52)u
h,FEM,n+1

I
= un+1

I

(53)u
h,Particle,n+1

I
=

∑
J∈ZI

�a
J

(
XI

)
un+1
J

(54)

u
h,Sharing,n+1

I
=

(
m̂

FEM
I

u
h,FEM,n+1

I
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Particle
I

(
X

I

)
u
h,Particle,n+1

I

)
(
m̂

FEM
I

+ m̂
Particle
I

)

(55)̂̇uSharing,n+1∕2
I

= ̂̇uSharing,n−1∕2
I

+ Δtu
n
̂̈uSharing,n
I

(56)̂̈uSharing,n
I

=
m̂FEM

I
̂̈uFEM,n

I
+ m̂Particle

I
̂̈uParticle,n
I

m̂FEM
I

+ m̂Particle
I

The bridging technique developed for the mechanical 
analysis is also suitable for the thermal analysis and thus it 
is not repeated here.
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